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Abstract. In the paper, a neuro-fuzzy structure is implemented as a
movie recommender. First, a novel method for transforming nominal AQT
values of attributes into a numerical form is proposed. This allows repre-
senting the nominal values, e.g. movie genres or actors, in a neuro-fuzzy
system designed from scratch using the Mendel-Wang algorithm for rules
generation. Several experiments illustrate performance of the neuro-fuzzy
recommender. AQ2
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1 Introduction

Recommender systems are very useful to suggest various services and products,
e.g. movies, books, flights, financial investments or medical doctors. Such sys-
tems work based on information about recommended products (items) and/or
information about users profiles. The most popular technique in recommendation
systems is collaborative filtering (CF), see e.g. [1-5]. The recommender systems
based on CF suggest the recommendation for a given user by checking the pref-
erences of other users with respect to a degree of similarity, usually calculated
using the Pearson or cosine similarity measures. Various soft computing tech-
niques, see e.g. [6-10], can also be applied to design the CF recommenders. The
main problem of the CF approach is a cold start, see e.g. [11,12], and sparsity of
the rating matrix, see e.g. [13,14]. In contrast to the CF recommender systems,
another approach, called content-based filtering (see e.g. [15-20]) ignores infor-
mation about preferences of other users. The recommender systems of this type
suggest the items characterized by similar features to those ones that the user
preferred in the past. As it was mentioned in the literature, various methods
have been proposed for designing recommender systems; however, the problem
of interpretability of such system was very rarely studied.
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In this paper, a neuro-fuzzy structure is implemented as a movie recom-
mender. First, a novel method for transforming nominal values into a numerical
form is proposed. This allows representing nominal values, e.g. movie genres
or actors, in a neuro-fuzzy system designed from scratch using the Mendel-
Wang algorithm for rules generation. We also show several experiments illustrat-
ing the performance of the neuro-fuzzy recommender, and discuss the issue of
interpretability.

2 Neuro-Fuzzy Recommender System

Recommendation systems require both numerical and nominal values to be con-
sidered. It allows achieving much higher efficiency in the recommendation by
understanding the context and importance of components describing the sit-
uation concerning a person interested in the recommendation. Therefore, we
develop a new method for converting nominal values to numerical ones.

For the purposes of our simulations, we have developed a method of con-
verting nominal attributes to numerical form, taking into account the number of
occurrences in samples assessed by the user. In the MovieLens database, users
ranked their movies on a 1-5 rating scale. We divided all samples rated by one
user into two groups: negative for ratings {1; 1.5; 2; 2.5; 3} and positive for
ratings {3.5; 4; 4.5; 5}. We determined a smaller range of ratings for positive
samples because users are used to movie ranks, which are more positive for
them. It is much more difficult to obtain negative movies ranks from users, so
this causes a difference in the positive and negative values ranges. Rating range
for negative samples is bigger because it allows balancing the number of samples
to be learned for both classes. For nominal attributes, we need to determine
which item position of the attribute value will be analyzed and what will be the
significance of their position (eg. when movie genre is made up of several genres
Horror-Drama-Thriller). We analyze the first three values, and their importance
is specified in the Table 1.

Table 1. Initialized values of importance relative to position

Attribute Values of importance on position
b1 | P2 P3

Genres 1,0/0,6 0,3

Actors 1,0/0,5/0,2

Directors 1,010,7 |-

Producers 1,0/0,8/0,6

Spoken language | 1,0 |- |-

In the next step, occurrences of individual values of each attribute relative
to the their position should be counted, separately for negative and positive
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samples as is shown in Table 2 for User 1 and User 2. More detailed sample with
values of calculations based on the genre of the movie and on the ratings of one
of the users are presented in the Table 3, and the calculation method is shown
below:

Ti(msp) = D Pi* € (1)
j=1

Formula (1) is the initial step of calculations, and it gives the possibility to
obtain x; which is unnormalized form of weight for attribute values. x; is calcu-
lated separately for negative and positive samples, and index “” represents next
attribute values and “” is index of importance position (in this example from 1
to 3). Value p; is a value if importance from Table 1. ¢; is the occurrence of the
attribute value on specific position. The values for c; are shown in Table 2.
The next step is to calculate normalized weights w; for positive and negative
samples by using Formula (2) where z; is calculated by Formula (1), k; represents
all occurrences of attributes values. The k; values are shown in Table 3 just like
values of COUNT and ALL. Index “” in Formula (2) is a representation of
next attribute values. Table3 is an exemplary representation of movie genres
calculations for 3 most significant and 3 less significant attribute values.

Zi,(n3p) ki, (nip)
Wy (n:p) = * 2

v T COUNT; ~ ALL @)
To obtain the final value of attribute value weight W;, we propose Formula (3).
Calculated values are obtained in previous steps, and exemplary values are shown
in Table 3. The greater the weight, the better the positive recommendation, and
the smaller the more negative for this particular feature.

1— wn; +wp;
W, = - MAX 3)
2

By applying the attributes analysis algorithm and calculating the composite
attribute values, we can analyze the components of the several attribute’s values
and then reduce it to a single numerical value using the Formula (4). In this
formula index “k” is an attribute number (from 1 to 5). Index “z” is an index
of the selected value of the selected attribute “k”.

n
D i1 P x Wiz
n .
> j=1Pk.j
As we can convert all values to a numerical form, we can build rules in a neuro-
fuzzy system. The simulations presented in this article were generated on the

basis of fuzzy rules built by the Wang Mendel method [21] and then tuned by
the backpropagation algorithm.

X, = (4)

3 Data Set

The main source of data for our data set is the MovieLens 20M database. Movie-
Lens is a publicly available database of movies and users who rated these movies.
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As a result, it creates perfect conditions for testing recommendation systems. A
significant number of movies, large number of users and ratings are the criteria
required for testing. The MovieLens database fulfills these conditions. Movies
in this database are described by genres, year, tags, 5-star rating and external
services movies 1Ds.

However, we decided to enlarge the number of relevant information about
the movies in order to understand the deeper needs of users and provide the
possibility of interpreting of the recommendation. We took advantage of external
services movies IDs contained in the MovieLens database and we use IMDB and
TMDB external services to obtain more information about each of the movies.

Finally, our Data Set consists of 27278 movies, 20000263 ratings and following
movies attributes: Genres, Actors, Directors, Producers, Spoken language and
the values of the attributes are presented in Table2. Attributes Genres and
Spoken language are presented in Table2 with a full list of their values. The
other attributes are presented in the form of the three most and the three least
significant values for the user due to their huge amount.

4 Testing Environment

The tests were performed based on our Al environment which is AI frame-
work developed in C++ programming language using CUDA (Compute Unified
Device Architecture) Technology provided by NVidia. Application of the CUDA
allows for the high acceleration of calculations by using GPU compared to tra-
ditional calculations on CPU.

All of data about users, movies and ranks are stored in database. From the
attributes and their values tables stored in our database, we select only those
that we use for the experiment. However, for the purposes of other experiments,
we store much more information about attributes.

The summary list of applied technologies looks as follows:

— MSSQL Server 2016

CUDA Toolkit v9.0.176

— CUDNN v7

BOOST v1.65.1 (vectors and logging features).

5 Experimental Results

5.1 Users Attributes Calculations

As an example of the weight calculation, we presented a list of attributes and
their values for two exemplary users which are given in Table 2. Table 2 shows
the number of appearances attribute values at three different positions (c1, ¢z, c3)
for both samples evaluated by the user as a negative and a positive. A detailed
set of calculations of weights on the Genres of the movies is presented in Table 3
and the meaning of the column headers is as follows: k,, k, are values of sum
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Table 2. Weights calculation and list of attributes and their values for two exemplary

users

Attributes User 1 User 2

Attributes values | Negative Positive Weight | Attributes values | Weight
c1 |[c2 |[c3 [C1 c2 [c3

Genres Comedy 16 7| 5| 42 |13 |10 |0,911
Drama 8 |18 6 19 |32 2 10,723 Drama 0,898
Crime 0 6 5 8 |14 6 0,658 Comedy 0,752
Romance 0 1 8 3 9 |12 |0,607 Crime 0,614
Animation 1 0 0 5 2 0 0,572 Romance 0,560
Family 1/ 0[0| 2| 2| 60,560 |History 0,556
Adventure 7160 11 6 1 /0,557 | Adventure 0,554
Documentary 1 0 0 5 0 0 /0,554 |War 0,551
History olo/ o] 1| 1] 10526 |Thriller 0,548
Sci-Fi 0| 1|5 1| 3| 5(0524 |Mystery 0,538
Mystery 0 2 1 1 2 3 10,521 Animation 0,637
Fantasy 3 1 1 6 0| 00,520 |Sci-Fi 0,513
Thriller 17| 8 2| 6 11 0,518 |Fantasy 0,508
War 0 0 0 0 1 2 0,516 Horror 0,500
‘Western 0 0 0 0 0 1 /0,504 |Western 0,500
Foreign ol 1|0 0| 1| 00,500 |Music 0,493
Music 1 2|1 1| 0| 00,476 |Family 0,450
Horror 2,0 1 0| 0| 00,469 |Action 0,317
Action 19 4 2 9 7 0 0,388

Actors Michael Douglas | 0 | 0| O 5| 0| 01,000 |S. Connery 0,983
Harrison Ford 1 0 0 3 3 0 /0,871 J. Nicholson 0,873
Tom Hanks 1 0 0 4 0 1 /0,833 M. Broderick 0,850
Will Smith 1 1,0 0| 0| 00,350 |M.J. Fox 0,150
Ben Stiller 2 0 0 0 0 0 /0,300 E. Murphy 0,150
John Cusack 4 1 0 0| 0| 00,050 |B. Willis 0,127

Directors Nick Park 0o 0| — 5| 0| — 1,000 |J.Coen 1,000
Joel Coen 0| 0| — 3| 0| — 10800 |B. Wilder 1,000
Jay Roach 0 0| — 3 0| — |0,800 R. Zemeckis 1,000
Tom DiCillo 1 0 0 0 0| — |0,400 J. McTiernan 0,250
John Dahl 1 0 0 0 0 | — |0,400 R. Harlin 0,250
Michale Bay 2 0 0 0 0| — |0,300 T. Scott 0,125

Producers Paramount 2 0 0 13 1 0 0,990 Universal 0,919
20th Cent. Fox 3 0 0 7 5 0 0,840 United Art. 0,888
PolyGram 0 0 0 3 2 1 /0,715 Columbia 0,743
J. Bruckheimer 3 0 0 0 0 0 /0,376 RKO Radio 0,354
Regency Enterp 4, 0| 0 0| 0| 00,334 |Touchstone 0,303
Touchstone 3 2 2 0 0 0 |0,260 | Walt Disney 0,257

Spoken language | en 57 | — | —|110 | — | — |0,866 |en 0,737
it 0| —|— 3| —|—-10521 |ja 0,508
fr 0| —|— 1| — | — 0,507 |zh 0,508
cs o|— |- 1| — | — 0,507 |it 0,508
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of all negative and positive occurrence of attribute values on each of positions
(c1,c2,c3) as shown in Table2. COUNT column is the sum of k,, and k,. The
columns z,, and z, are calculated based on the Formula (1). Values of sum,
sumg, ALL, MAX,, MAX; and MAX are considered for full list of Genres
attribute values, not only for six exemplary values.

Formula (2) is used to calculate partial weights w; for negative and positives
samples. In result, final weight W; of attribute value can be calculated by using
Formula (3).

Table 3. A detailed calculations of weights for the Genres attribute values

Attribute values| kj, kp |[COUNT|| xn | Xp Wn wp | Weight
Comedy 28 65 93 21,7152,8/0,01597]0,09023| 0,911
Drama 32 53 85 20,6(38,8/0,01896(0,05915| 0,723
Crime 11 28 39 5,1 (18,2]10,00352|0,03195| 0,658
Music 4 1 5 2,51 1,0 10,00489|0,00049| 0,476
Horror 3 0 3 2,31 0,0 (0,00557|0,00000| 0,469
Action 25 16 41 22,0(13,2/0,03248(0,01247| 0,388
sum; |sumsz| ALL MAX;i MAX,| MAX

134 | 275 409 0,03280{0,09023|0,09023

5.2 Measure of Effectiveness

The real measure of the effectiveness of recommendation systems is the user’s
feeling of the items recommended for him. In fact, the number of items recom-
mended positively or negatively plays a secondary role. The most valuable thing
is to recommend even one item, but one that adds the most value to the user of
the recommendation system.

In order to be able to determine how much the recommendation is effective,
we decide to perform experiments for two separate users, as shown in Table 4.

Here is a shortcut set in the headers of the table columns Tables4 and 5
and their meaning is described below. Ranks count - is total movies ranks count
created by user/users, Train samples - is part of Ranks count and it is used to
train the system. Test samples - this is the remaining part Ranks count ant its
amount is always 50 for each tested user. UNR - User Negative Ranks, NR -
Negative Recommendations, UPR - User Positive Ranks, PR- Positive Recom-
mendations, Effectiveness in meaning of ratio of User ranks to recommendations
of the system. UNR and UPR are values of users ranks from our data set. NR
and PR are values calculated by our recommender system. By describing the
ratio UNR to NR and UPR to PR we show how many realistic movies ratings
are equal to the recommendations of our system. It is worth mentioning here
about the set of movies with the uncertainty of recommendation. We can not
recommend them as positive or negative samples.
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Table 4. Table of recommendation results for two separate users (User 1 and User 2)

Ranks | Train Test UNR/NR | UPR/PR | Effectiveness
count |samples |samples

User 1226 | 176 50 3/5 15/17 | 18/22
User 2 251 201 50 4/8 26/34 | 30/42

Table 5. Table of recommendation results for groups of users (from 100 to 500)

Users Ranks Train Test UNR/NR | UPR/PR Effectiveness
count count samples | samples

100 21731 16731 5000 532/774 | 2400/3119 | 2932/3893
200 45772 | 35772 10000 972/1381 | 4998/6449 | 5970/7830
300 71501 | 56501 15000 1558/2233 | 7484/9475 | 9042/11708
400 95263 | 75263 20000 2188/3155 | 9765/12315 | 11953/15470
500 117179 192179 25000 2954/4249 | 12128/15218 | 15082/19467

In the next step we made the same experiment as above but for a larger scale
of users (from 100 to 500) as is shown in Table 5.

Tables6 and 7 show the results of Leave-one-out cross-validation. First of
them shows results for User 1 and User 2 and the second shows results for 100
users.

Table 6. Leave-one-out cross-validation for User 1 and User 2

Rank count | Train samples | Test samples | Effectiveness
User 1| 226 225 226 148/226
User 2| 251 250 251 172/251

Table 7. Leave-one-out cross-validation for 100 users

Users count | Rank count | Train samples | Test samples | Effectiveness
100 16216 16116 10216 12801,/16216

5.3 Interpretability of the Recommendation Result

One of the most important values of the recommendation system is to under-
stand the reasons for the recommendation. Interpretability of the result of the
recommendation is therefore key value.

For both users User 1 and User 2 we have prepared graphs of linguistic
variables and rules between them. There are two forms of graphs - with all of
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rules and simplified. Simplified one is prepared to clarify the graph and to allow
analyzing the interpretability of recommendation results.

Figures1 and 2 present linguistic variables with full set of rules for User 1
and User 2. Similarly simplified rules for linguistic values for User 1 and User 2
are shown in Figs. 3 and 4.

o)

)

e}

e}

re)

)

Fig. 1. Linguistic variables and rules for User 1

Fuzzy sets visualisation for user 2

b

e}

b

o)

re)

)

Fig. 2. Linguistic variables and rules for User 2

The order of linguistic variables in the graphs is the same as attributes order
in the Table 2 (Genres, Actors, Directors, Producers, Spoken languages). The last
axis in the graphs corresponds to the output from the system, with two values
where value 1 indicating a negative recommendation and value 2 indicating a
positive recommendation.

By applying our method of encoding nominal values, it is possible to interpret
the recommendation by connecting rules from the systems with the value of the
first linguistic variable.
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Fuzzy sets visualisation for user 1

Hlx)

HX)

Hx)
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0

e

Fig. 3. Linguistic variables and simplified rules for User 1

Fuzzy sets visualisation for user 2

re)

)

')

Hix)

)

re)

Fig. 4. Linguistic variables and simplified rules for User 2

Based on Fig.5 and the assumption that the movie consists of the genre
Comedy, its output value for User 1 equals 0,911 according to the Formula (4).
Analyzing this value with regard to User 1, we see that this value falls almost
perfectly into the positive set of the Comedy linguistic variable. In order to
positively recommend the movie, the rules with the positive conclusion should be
activated by input values of other linguistic variables. The rule must contain the
set of Comedy genre indicated above. By analyzing fuzzy sets along with the rules
in this way, we can easily obtain information about the user’s preferences with
respect to individual attributes and their values. If we distinguish all the values
of our attributes with their combinations and extract linguistic variables, we can
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Fuzzy sets visualisation for user 1

Action Horror Music Crime  Drama Commedy
0,388 0,469 0,476 0,658 0723 0,911

Fig. 5. Example of Genres linguistic variable

analyze them based on the fuzzy sets. Values of overlapping fuzzy sets indicate
recommendations that are not certain. However, using fuzzy sets allow us to
specify a degree of certainty. The rules are formulated by the use of appropriate
fuzzy sets presented in Figs. 1, 2, 3, 4 and 5, which allows interpreting the final
recommendation by matching the input values with the specific fuzzy sets of
those rules.

6 Conclusions

In this paper, we present a way to interpret which attributes mostly influence the
movie recommender. Interpretability is the biggest advantage of using a neuro-
fuzzy approach. In the future work we plan to apply the rough set theory [22] for
rule generation describing the movie recommender. That will allow us to explore
different techniques to achieve the goal of building an interpretable and accurate
recommender system.
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